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Revenue
$14B+ (FY2024 guidance)

$7.1B (FY2023)

$5.2B (FY2022)

Worldwide 

Presence

6M+ Sq ft. Facilities Worldwide

1. Silicon Valley (HQ), 

2. Taiwan, 

3. The Netherlands, 

4. Malaysia and others

Production

$18B/yr Production Capacity (CY23)

Top 5 Largest Server System Provider 

Worldwide (IDC & Gartner 2022), ~1.3M 

units annually

Human 

Resource in

4 Campuses

6000+ headcount Worldwide, 

~50% Technical / R&D

Key Growth 

Matrix
#1 in Generative AI and LLM Platforms

500%+ YoY Growth in Accel. Computing
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Green 

Computing

• High efficiency system 

designs, free air/liquid 

cooling

• Save up to 40% TCO for 

many of our partners

• Industry-wide green 

computing adoption could 

save $10B per year of 

energy cost

Supermicro 4.0 

(Coming Soon)

Building Block 

Solutions

• Optimized subsystem 

design, including 

Motherboard, I/O, Chassis, 

Power supply, Thermal 

solution, Firmware, BMC, 

Security and Management 

Software, at scale

• Enable industry’s broadest 

AI/Server/Storage/Edge/IoT 

product portfolio

• Customer time-to-market 

advantage

• Green computing 

everywhere

• Enhanced system/cloud 

software/application 

products

• New features and 

products for DC/Cloud 

total solutions

• More details later

Rack-Scale 

Solutions

• Plug-and-play design 

enables customers to plug 

in network & power, and 

ready to go on-line

• Onsite deployment and 

service

• Management and security 

software increase value 

and competitive 

advantages

Business 

Automation 

• Operation and sales 

automation to efficiently 

serve enterprise and any 

size of business

• Command Center to 

provide 24/7 security and 

support

BUSINESS FOCUS
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GLOBAL PRESENCE
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• Silicon Valley Green Computing Park B20-B23

• Rack-Scale Integration (Liquid Cooling)

• Command Center

• B2B/C Programs

• Cloud Services

• APAC Science and Tech Center B62

• Increase 2X-3X APAC capacity in FY24, 25, 26

• Supermicro Malaysia Campus 

• High Volume Subsystem and Rack-Scale Production by Q3 2024

Production scale and cost optimization

Economy of Scale and Cost 

Future Site Plans 

• Additional Silicon Valley locations

• Additional Netherlands facility

• Mexico, Texas sites (in plan)
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Supermicro CPU Vendors

X13 H13 R12

NVDIA Grace CPU

R13
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Direct Liquid Cooling (DLC)
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In Mem Data BaseHPCGPU: AI, ML, MetaVerse, OmniVerse

Gaming, Video Surveillance/Analytics IoT, O-RAN, Edge 

Hyperconverged 

SDS Storage
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AS -8125GS-TNMR2

12

MI300X  Solution  

Recommend System Configuration:

Specifications

CPU –
Dual EPYC 9004 Series processors, up to 256 

cores/512 threads

Memory –
24x DIMM slots, ECC DDR5 supports up to 

4800MHz

Drives –
2x onboard NVMe M.2

12x PCIe5.0 x4 NVMe U.2

(additional optional) 4x PCIe5.0 x4 NVMe U.2

2x SATA 2.5”

Expansion –
8x PCIe 5.0 x16 low profile

2x FHFL PCIe 5.0 x16 slots

(Optional) 2x PCIe 5.0 x16 slots via additional 

PCIe switch

System Cooling
5x Front and 5x Rear counter-rotating fans 

with optimal fan speed control

Power Supply –
6x or 8x 3000-watt N+N Redundant  Titanium 

Level Power Supplies

Accelerator Support -
8x MI300X

Dimensions – W x H x D
14.0” (H) x 17.2” (W) x 33.2” (D)

Item# Description Q’ty

AS -8125GS-TNMR2 [NR]H13DSG-OM, CSE-GP801TS-D2 for MI300X 1

PSE-GEN9534-0799 Genoa 9534 DP/UP 64C/128T 2.45G 256M 280W SP5 2

MEM-DR564L-CL01-ER48 64GB DDR5-4800 2RX4 (10X4) LP (16Gb) ECC RDIMM 24

HDS-MMN-MTFDKBA960TFR-15 Micron 7450 PRO 960GB NVMe PCIe 4.0 M.2 22x80mm TCG Opal 2

AOC-CX766003N-SQ0 Nvidia 900-9X766-003N-SQ0 PCIe 1-port IB 400GE OSFP Gen5 8

GPU-AMD-MI300X-OAM-0045H [NR] AMD Instinct MI300X 192GB 8 OAM + UBB 1

AOC-STGS-I2T-O Std LP 2-port 10G RJ45, Intel X550 (Retail Pack) 1
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Virtual Reality, Digital Twins, NVDIA Omniverse
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OLTP/OLAP, Data Analytics…
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HPC: AL, ML, Inference, Simulation, 

Compute Nodes GPU Nodes
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VMware: vSphere, vSAN 
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All-Flash, Hybrid. Block, Object, File 

Object Parallel File Object/File 

Hybrid 

Object/File Block 
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Tiered Storage Reference Architecture
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Tiered Storage in AI POD
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Edge, IoT, O-RAN



•Supermicro                
NVIDIA MGX Systems
Product Overview
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NVIDIA Grace CPU Superchip

• 2x Grace CPUs with attached LPDDR5X on mezzanine module
• 900GB/s NVLink Chip-to-Chip on the module

• No off-the-module NVLink support
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NVIDIA GH200 Grace Hopper Superchip
• One Grace CPU with integrated LPDDR5X and one H100 Tensor Core 

GPU (Hopper) on mezzanine module
• Fast NVLink-C2C interface between CPU and GPU

GRACE + LPDDR5X

HOPPER + HBM3



26©2022 Supermicro

1U with Grace Hopper 1U with Grace Hopper LC 1U 2-Node with Grace Hopper

Model ARS-111GL-NHR ARS-111GL-NHR-LCC ARS-111GL-DNHR-LCC

CPU 72-core Grace Arm Neoverse V2 CPU + H100 
Tensor Core GPU in a single chip

72-core Grace Arm Neoverse V2 CPU + H100 Tensor 
Core GPU in a single chip

72-core Grace Arm Neoverse V2 CPU + H100 Tensor Core 
GPU in a single chip per node

Cooling Air-cooled Liquid-cooled Liquid-cooled

GPU Support NVIDIA H100 Tensor Core GPU with 96GB of HBM3 NVIDIA H100 Tensor Core GPU with 96GB of HBM3 NVIDIA H100 Tensor Core GPU with 96GB of HBM3 per node

Memory CPU: 480G integrated LPDDR5X with ECC
GPU: 96GB HBM3

CPU: 480G integrated LPDDR5X with ECC
GPU: 96GB HBM3

CPU: 480G integrated LPDDR5X with ECC per node
GPU: 96GB HBM3 per node

Networking 3x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 
or ConnectX-7

3x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 
or ConnectX-7

2x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 or 
ConnectX-7

Storage 8x Hot-swap E1.S drives  and 2x M.2 NVMe drives 8x Hot-swap E1.S drives  and 2x M.2 NVMe drives 4x Hot-swap E1.S drives and 2x M.2 NVMe drives per node

Power Supplies 2x 2000W Titanium Level 2x 2000W Titanium Level 2x 2700W Titanium Level

LC

2-Node

LC

1U Grace Hopper Superchip Systems
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1U/2U Grace CPU Superchip and x86 Systems

2-Node

1U 2-Node with Grace CPU 2U with Grace CPU 2U with x86 DP

Model ARS-121L-DNR ARS-221GL-NR SYS-221GE-NR

CPU 144-core Grace Arm Neoverse V2 CPU in a single 
chip per node (total of 288 cores)

144-core Grace Arm Neoverse V2 CPU in a single chip
4th or 5th Generation Intel® Xeon® Scalable processors 
(up to 60-core per socket)

Cooling Air-cooled Air-cooled Air-cooled

GPU Support Please contact our sales for possible configurations
Up to 4 double-width GPUs including NVIDIA H100 PCIe, 
H100 NVL, L40S.

Up to 4 double-width GPUs including NVIDIA H100 
PCIe, H100 NVL, L40S

Memory Up to 480GB of integrated LPDDR5X with ECC and 
up to 1TB/s of memory bandwidth per node

Up to 480GB of integrated LPDDR5X with ECC and up to 
1TB/s of memory bandwidth per node

Up to 2TB, 32x DIMM slots, ECC DDR5-4800 DIMM

Networking 3x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 
or ConnectX-7

3x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 or 
ConnectX-7

2x PCIe 5.0 x16 slots supporting NVIDIA BlueField-3 or 
ConnectX-7

Storage
4x Hot-swap E1.S drives and 2x M.2 NVMe drives 
per node

8x Hot-swap E1.S drives  and 2x M.2 NVMe drives 8x Hot-swap E1.S drives  and 2x M.2 NVMe drives

Power Supplies 2x 2700W Titanium Level 3x 2000W Titanium Level 3x 2000W Titanium Level
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System Management Software
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Global Service & Support 



• Supermicro is: 
• Unmatched Revolutionary Design Enabling You Fantastic Flexibility Configuring Your SyS!

• Best PUE

• Best TCO

• Fantastic robustness and reliability (less than 0,3% failure rate) 

• Best price/performance Ratio

• L12 Rack Design and Implementation

• Ahead of Competition with new chipsets generations 

Don’t trust the above??  Try us!!! 

Local and remote POC welcome! 

The Bottomline!
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https://www.supermicro.com/en

https://www.supermicro.com/en


•My Contact Details: 

Igor Berin

Senior BDM EMEA

Tel: +48 728 233 205

E-mail: igorb@supermicro.com
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DISCLAIMER

Super Micro Computer, Inc. may make changes to specifications and product descriptions at any time, without notice. The 

information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions 

and typographical errors. Any performance tests and ratings are measured using systems that reflect the approximate 

performance of Super Micro Computer, Inc. products as measured by those tests. Any differences in software or hardware 

configuration may affect actual performance, and Super Micro Computer, Inc. does not control the design or implementation of 

third party benchmarks or websites referenced in this document. The information contained herein is subject to change and may

be rendered inaccurate for many reasons, including but not limited to any changes in product and/or roadmap, component and 

hardware revision changes, new model and/or product releases, software changes, firmware changes, or the like. Super Micro 

Computer, Inc. assumes no obligation to update or otherwise correct or revise this information. 

SUPER MICRO COMPUTER, INC. MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE 

CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS OR OMISSIONS THAT 

MAY APPEAR IN THIS INFORMATION.

SUPER MICRO COMPUTER, INC. SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR 

FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL SUPER MICRO COMPUTER, INC. BE LIABLE TO ANY 

PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF 

ANY INFORMATION CONTAINED HEREIN, EVEN IF SUPER MICRO COMPUTER, Inc. IS EXPRESSLY ADVISED OF THE 

POSSIBILITY OF SUCH DAMAGES.

ATTRIBUTION

© 2022 Super Micro Computer, Inc.  All rights reserved.
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www.supermicro.com

Thank You
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